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A case:
• A vehicle is involved in a hit-and-run accident.
• Paint chips are recovered from the victim’s car at the point of impact.
• A suspect vehicle is located, showing damage to its paintwork consistent with the collision.

A Forensic Question:
Can the paint on the victim’s car be matched to the suspect vehicle?
Are there ways to distinguish between paints of the same colour to identify the source?



A Forensic Research  Question

• If I have more than one type of instrument to quantify the 
evidence, is there value to be gained in using all of them?
• That is – do we improve things by using them all?

• Additionally – we know how to collect the data, but how do we use 
the data from multiple instruments?
• This has been labelled multiblock analysis, or more recently data 

fusion.



What do we mean by add value or improve?

Remember (annoying) people like me are ultimately interested in 
computing the likelihood ratio
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What do we mean by add value or improve?

If we take a two stage approach – i.e. there is a match step, then the 
LR will simplify to
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If we don’t then the LR might look something like
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What do we mean by add value or improve?

• In the matching paradigm, we want to see if we can improve 
classification accuracy
• That is we want to increase true positives, and true negatives
• And to decrease false positives and false negatives

• In the continuous paradigm (no match step), it is little harder to 
define. 
• We might want to say we want to refine the posterior probabilities that a 

measurement comes from a particular class. 
• This is not the focus of today’s talk



Low-Level Fusion (Data-Level Fusion)
• Combines raw data from multiple sources.
• Maintains most information but may be noisy and 

computationally heavy.

Medium-Level Fusion (Feature-Level Fusion)
• Extracts features from each source first, then fuses them.
• Reduces data size, highlights relevant information.

High-Level Fusion (Decision-Level Fusion)
• Each source is analysed independently; results or 

decisions are combined.
• Easy to implement, robust to noise, but may lose detailed 

information.
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Data

• Five different suppliers
• Five different colour
• Seven samples per spray paint



Instruments

• UV–Vis Micro spectrophotometry
• Scanning Electron Microscopy / Energy Dispersive Spectroscopy (SEM/EDS)
• Fourier Transform Infrared Spectroscopy (FTIR)
• Raman Spectroscopy (532 nm)
• Raman Spectroscopy (785 nm)

Image from: https://www.advancedmicroanalytical.com/AMAServices.aspx?mode=tech&ID=15



Preprocessing with baseline correction

FTIR EDS MSP R532 R785
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Spectrum preprocessing

1433 → 512

Input spectra Noise Reduction Base Correction
(Raman 532, 785) Resampling



Training

• Randomly Split data into a training set (80%) and a testing set (20%)
• Employ a 3 fold-cross validation in the training set to optimise the hyperparameters 
• Use testing set to evaluate the model performance
• Repeat the experiment 20 times to compute the average accuracy in the test set.

Model/Classifiers
• KNN: K-Nearest Neighbours 
• Naive Bayes
• Random Forest
• SVM: Support Vector Machine 
• XGBoost: Extreme Gradient Boosting

Aim: Can we predict manufacturer within the 
same colour?



Training and Classification result:



Result

Ace Bhr Csh Kr Rol
Ace 0.60 0.34
Bhr 1.00
Csh 1.00
Kr 1.00

Rol 0.40 0.66
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R532
Ace Bhr Csh Kr Rol

Ace 0.71 0.30
Bhr 0.77 0.16
Csh 0.02 0.23 0.53 0.12
Kr 0.04 0.03 1.00

Rol 0.23 0.29 0.58
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Diagnostic result for Raman 532 and compared with Raman 785

Raman 532
Raman 785



Diagnostic result for MSP

Wavelength Index

Wavelength Index



Limitation and future work

Limitations

• Limited dataset: 
• Only seven observation per samples. It may reduces model generalisability.

• Restricted colour range: 
• Focusing only on common colours introduces bias and limits performance on uncommon paints.

• Narrow supplier coverage: 
• Only popular brands were included. It may reduces the applicability in real casework.

Future Work

• Dataset expansion: 
• Include more paints across brands and manufacturing batches to capture broader variability.

• Colour diversity: 
• Incorporate rare and mixed colours.

• Collaborative efforts: 
• Work with manufacturers, law enforcement, and regulatory bodies to access diverse and up-to-date 

samples.



Thank you
Questions?



Model and hyper parameter fine-tunning

𝑚/: number of features randomly selected at each split
𝑙: Laplace smoothing parameter
𝛼: bandwidth adjustment factor
𝑢: whether use kernel density estimation (0 = No, 1 = Yes)
𝑘: Number of Neighbour
𝑐: cost parameter (trade-off between model complexity and classification errors)
𝑛: number of boosting rounds
𝑚: maximum tree depth



Result


